Name :: Ilyas Shaikh

Roll no :: 201

CS – 368 Section II Data Analytics

*# Assignment1 Set A Q1. (SLR)*

# Importing Libraries

import pandas as pd

from sklearn.model\_selection import train\_test\_split

# Loading datasets

df = pd.read\_csv('Advertising.csv')

df.head(5)

# Identifying Independent and Target variables

X = df[['TV','Radio','Newspaper']]

Y = df['Sales']

#X.head(5)

# Splitting Datasets into Training and Testing sets

x\_train, x\_test,y\_train,y\_test = train\_test\_split(X,Y,test\_size =0.3)

# print the data

print("\n Training Set of X=\n",x\_train)

print("\n Testing Set of X=\n",x\_test)

print("\n Training Set of Y=\n",y\_train)

print("\n Testing Set of Y=\n",y\_test)

# Creating object of Linear Regression

from sklearn.linear\_model import LinearRegression

clf = LinearRegression()

# fitting the x\_train and y\_train variables.

clf.fit(x\_train,y\_train)

# Predicting output by passing x\_test

pred\_x=clf.predict(x\_test)

print("\n Predicted Values of x = ",pred\_x)

# Test Accuracy

accuracy=clf.score(x\_test,y\_test)

print("\n\n Accuracy of model = ",accuracy)

Output ::

Training Set of X=

TV Radio Newspaper

25 262.9 3.5 19.5

15 195.4 47.7 52.9

152 197.6 23.3 14.2

170 50.0 11.6 18.4

49 66.9 11.7 36.8

.. ... ... ...

80 76.4 26.7 22.3

50 199.8 3.1 34.6

195 38.2 3.7 13.8

157 149.8 1.3 24.3

132 8.4 27.2 2.1

[140 rows x 3 columns]

Testing Set of X=

TV Radio Newspaper

188 286.0 13.9 3.7

145 140.3 1.9 9.0

115 75.1 35.0 52.7

35 290.7 4.1 8.5

36 266.9 43.8 5.0

105 137.9 46.4 59.0

46 89.7 9.9 35.7

130 0.7 39.6 8.7

30 292.9 28.3 43.2

18 69.2 20.5 18.3

64 131.1 42.8 28.9

144 96.2 14.8 38.9

48 227.2 15.8 49.9

17 281.4 39.6 55.8

5 8.7 48.9 75.0

158 11.7 36.9 45.2

146 240.1 7.3 8.7

187 191.1 28.7 18.2

74 213.4 24.6 13.1

108 13.1 0.4 25.6

10 66.1 5.8 24.2

78 5.4 29.9 9.4

0 230.1 37.8 69.2

70 199.1 30.6 38.7

37 74.7 49.4 45.7

68 237.4 27.5 11.0

168 215.4 23.6 57.6

183 287.6 43.0 71.8

66 31.5 24.6 2.2

95 163.3 31.6 52.9

39 228.0 37.7 32.0

Training Set of Y=

25 12.0

15 22.4

152 16.6

170 8.4

49 9.7

...

80 11.8

50 11.4

195 7.6

157 10.1

132 5.7

Name: Sales, Length: 140, dtype: float64

Testing Set of Y=

188 15.9

145 10.3

115 12.6

35 12.8

36 25.4

105 19.2

46 10.6

130 1.6

30 21.4

18 11.3

64 18.0

144 11.4

48 14.8

17 24.4

5 7.2

158 7.3

72 8.8

98 25.4

41 17.1…..

147 25.4

99 17.2

60 8.1

3 18.5

85 15.2

139 20.7

185 22.6

65 9.3

189 6.7

42 20.7

68 18.9

Name: Sales, dtype: float64

Predicted Values of x = [18.59381546 9.80839467 12.92305949 16.88544969 23.46940384 17.8354517

8.89262889 10.8624517 21.3463337 10.15525124 17.08289248 10.09389861

15.99201391 22.90379359 12.47413048 10.54267682 10.66792059 23.82473166

17.23370498 23.10696395 16.91889394 5.89071954 17.46341307 14.86166824

19.8882216 20.86551712 8.13749954 6.2716088 21.58983775 12.29124596

10.05634066 15.25938383 17.11867455 17.35944551 3.76414486 7.15410316

9.20568938 20.18404702 17.67443696 12.67367038 11.26849888 13.29955267

18.1969787 14.21633609 13.86189923 12.01767649 15.7206252 18.99326983

16.90417043 23.70304009 9.40114052 16.17049204 20.366321 4.60191128

7.90538969 5.67012944 20.55981351 15.48768469 12.0049726 13.55364595]

Accuracy of model = 0.8781488502664777

*# Assignment1 Set A Q2. (SLR)*

*# Assignment1 Set A Q3*

# Importing Libraries

import pandas as pd

import numpy as np

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LogisticRegression

from sklearn import metrics

import seaborn as sn

import matplotlib.pyplot as plt

# Reading dataset

dataset = pd.read\_csv("User\_Data.csv")

# Splitting dataset into dependent(Purchase) and independent(Age and estimated salary) variables

x = dataset.iloc[:, [2, 3]].values

y = dataset.iloc[:, 4].values

print(x[:10])

print(y[:10])

# Spitting into training and test set

x\_train,x\_test,y\_train,y\_test = train\_test\_split(x,y,test\_size=0.25,random\_state=0)

# Performing logistic regression

logistic\_regression= LogisticRegression()

logistic\_regression.fit(x\_train,y\_train)

y\_pred=logistic\_regression.predict(x\_test)

# Print the Accuracy and plot the Confusion Matrix

confusion\_matrix = pd.crosstab(y\_test, y\_pred, rownames=['Actual'], colnames=['Predicted'])

sn.heatmap(confusion\_matrix, annot=True)

plt.show()

print('Accuracy: ',metrics.accuracy\_score(y\_test, y\_pred))

# Print testdata and predicted data

print ("Test Data Values\n",x\_test)

print ("\nPredicted Values\n",y\_pred)

new\_pred=logistic\_regression.predict([[32,150000]])

print("Person with given age and salary will buy a car?:",new\_pred)

Output ::

[[ 19 19000]

[ 35 20000]

[ 26 43000]

[ 27 57000]

[ 19 76000]

[ 27 58000]

[ 27 84000]

[ 32 150000]

[ 25 33000]

[ 35 65000]]

[0 0 0 0 0 0 0 1 0 0]

Accuracy: 0.68

Test Data Values

[[ 30 87000]

[ 38 50000]

[ 35 75000]

[ 30 79000]

[ 35 50000]

[ 27 20000]

[ 31 15000]

[ 36 144000]

[ 18 68000]

[ 47 43000]

[ 30 49000]

[ 28 55000]

[ 37 55000]

[ 27 84000]

[ 35 20000] …..

Predicted Values

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

Person with given age and salary will buy a car?: [0]

![](data:image/png;base64,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)

*# Assignment1 SetB Q1*

# Collecting Data

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from matplotlib import pyplot as plt

df = pd.read\_csv("Fish.csv")

# Displaying data

print(df.head(5))

# Identifying Independent and Target variables

X = df[['Length1','Length2','Length3','Height','Width']]

Y = df['Weight']

# X.head()

# Splitting Datasets into Training and Testing sets

x\_train, x\_test,y\_train,y\_test = train\_test\_split(X,Y,test\_size =0.3)

# print the data

print("\n Training Set of X=\n",x\_train)

print("\n Testing Set of X=\n",x\_test)

print("\n Training Set of Y=\n",y\_train)

print("\n Testing Set of Y=\n",y\_test)

# Creating object of Linear Regression

from sklearn.linear\_model import LinearRegression

clf = LinearRegression()

# fitting the x\_train and y\_train variables.

clf.fit(x\_train,y\_train)

# Predicting output by passing x\_test

pred\_x=clf.predict(x\_test)

print("\n Predicted Values of x = ",pred\_x)

# Test Accuracy

accuracy=clf.score(x\_test,y\_test)

print("\n\n Accuracy of model = ",accuracy)

Output::

Species Weight Length1 Length2 Length3 Height Width

0 Bream 242.0 23.2 25.4 30.0 11.5200 4.0200

1 Bream 290.0 24.0 26.3 31.2 12.4800 4.3056

2 Bream 340.0 23.9 26.5 31.1 12.3778 4.6961

3 Bream 363.0 26.3 29.0 33.5 12.7300 4.4555

4 Bream 430.0 26.5 29.0 34.0 12.4440 5.1340

Training Set of X=

Length1 Length2 Length3 Height Width

0 23.2 25.4 30.0 11.5200 4.0200

23 31.8 35.0 40.6 15.4686 6.1306

13 29.5 32.0 37.3 13.9129 5.0728

18 30.9 33.5 38.6 15.6330 5.1338

42 19.4 21.0 23.7 6.1146 3.2943

.. ... ... ... ... ...

127 41.1 44.0 46.6 12.4888 7.5958

97 22.0 24.0 25.5 6.3750 3.8250

45 20.5 22.5 25.3 7.0334 3.8203

41 19.1 20.8 23.1 6.1677 3.3957

25 31.8 35.0 40.9 16.3600 6.0532

[111 rows x 5 columns]

Testing Set of X=

Length1 Length2 Length3 Height Width

28 32.8 36.0 41.6 16.8896 6.1984

114 34.5 37.0 39.4 10.8350 6.2646

34 38.0 41.0 46.5 17.6235 6.3705

142 56.0 60.0 64.0 9.6000 6.1440

148 10.4 11.0 12.0 2.1960 1.3800

70 23.0 25.0 28.0 11.0880 4.1440

155 11.7 12.4 13.5 2.4300 1.2690

4 26.5 29.0 34.0 12.4440 5.1340

125 40.1 43.0 45.5 12.5125 7.4165

130 32.7 35.0 38.8 5.9364 4.3844

15 29.4 32.0 37.2 15.4380 5.5800

5 26.8 29.7 34.7 13.6024 4.9274

90 20.0 22.0 23.5 5.5225 3.9950

118 36.6 39.0 41.3 12.4313 7.3514

51 23.6 25.2 27.9 7.0866 3.9060

149 10.7 11.2 12.4 2.0832 1.2772

19 31.0 33.5 38.7 14.4738 5.7276 …

Training Set of Y=

0 242.0

23 680.0

13 340.0

18 610.0

42 120.0

...

127 1000.0

97 145.0

45 160.0

41 110.0

25 725.0

Name: Weight, Length: 111, dtype: float64

Testing Set of Y=

28 850.0

114 700.0

34 950.0

142 1600.0

148 9.7

70 273.0

144 1650.0

7 390.0

31 955.0

2 340.0

135 510.0

105 250.0

54 390.0

137 500.0

51 180.0

106 250.0

Name: Weight, dtype: float64

Predicted Values of x = [ 718.15845189 707.88703496 876.43379894 1052.25429245 -170.91041783

364.75872929 1180.82741174 471.33365784 792.08344837 378.7220852

631.46307632 370.53648159 510.00625097 676.54643684 -88.44732471

597.30801717 929.85026923 675.01260387 -173.90201759 -147.2093725

455.65357439 911.35285695 428.77883599 612.03156531 464.25122685

176.87389771 854.9795413 288.26248985 -171.48143404 634.79847223

389.49591612 547.3790247 256.95293373 -195.86936319 434.19688632

37.89464618 299.24913193 1034.76674338 234.43809375 580.54028895…

229.3078826 230.42740327 379.61223022]

*# Assignment1 Set B Q2*

# Importing Libraries

import pandas as pd

import numpy as np

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LogisticRegression

from sklearn import metrics

import seaborn as sn

import matplotlib.pyplot as plt

# Reading dataset

data = pd.read\_csv("Iris.csv")

print('Iris-setosa')

setosa = data['Species'] == 'Iris-setosa'

print(data[setosa].describe())

print('\nIris-versicolor')

setosa = data['Species'] == 'Iris-versicolor'

print(data[setosa].describe())

print('\nIris-virginica')

setosa = data['Species'] == 'Iris-virginica'

print(data[setosa].describe())

# Splitting dataset into dependent(Purchase) and independent(Age and estimated salary) variables

x = data[['SepalLengthCm','SepalWidthCm','PetalLengthCm','PetalWidthCm']]

y = data['Species']

print(x[:10])

print(y[:10])

# Spitting into training and test set

x\_train,x\_test,y\_train,y\_test = train\_test\_split(x,y,test\_size=0.25,random\_state=0)

# Performing logistic regression

logistic\_regression= LogisticRegression()

logistic\_regression.fit(x\_train,y\_train)

y\_pred=logistic\_regression.predict(x\_test)

# Print the Accuracy and plot the Confusion Matrix

confusion\_matrix = pd.crosstab(y\_test, y\_pred, rownames=['Actual'], colnames=['Predicted'])

sn.heatmap(confusion\_matrix, annot=True)

print('Accuracy: ',metrics.accuracy\_score(y\_test, y\_pred))

plt.show()

# Print testdata and predicted data

print ("Test Data Values:\n",x\_test)

print ("\n Predicted values:\n",y\_pred)

new\_pred=logistic\_regression.predict([[5.8,2.4,3.2,5.6]])

print("Predicted Species:",new\_pred)

Output::

Iris-setosa

Id SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm

count 50.00000 50.00000 50.000000 50.000000 50.00000

mean 25.50000 5.00600 3.418000 1.464000 0.24400

std 14.57738 0.35249 0.381024 0.173511 0.10721

min 1.00000 4.30000 2.300000 1.000000 0.10000

25% 13.25000 4.80000 3.125000 1.400000 0.20000

50% 25.50000 5.00000 3.400000 1.500000 0.20000

75% 37.75000 5.20000 3.675000 1.575000 0.30000

max 50.00000 5.80000 4.400000 1.900000 0.60000

Iris-versicolor

Id SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm

count 50.00000 50.000000 50.000000 50.000000 50.000000

mean 75.50000 5.936000 2.770000 4.260000 1.326000

std 14.57738 0.516171 0.313798 0.469911 0.197753

min 51.00000 4.900000 2.000000 3.000000 1.000000

25% 63.25000 5.600000 2.525000 4.000000 1.200000

50% 75.50000 5.900000 2.800000 4.350000 1.300000

75% 87.75000 6.300000 3.000000 4.600000 1.500000

max 100.00000 7.000000 3.400000 5.100000 1.800000

Iris-virginica

Id SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm

count 50.00000 50.00000 50.000000 50.000000 50.00000

mean 125.50000 6.58800 2.974000 5.552000 2.02600

std 14.57738 0.63588 0.322497 0.551895 0.27465

min 101.00000 4.90000 2.200000 4.500000 1.40000

25% 113.25000 6.22500 2.800000 5.100000 1.80000

50% 125.50000 6.50000 3.000000 5.550000 2.00000

75% 137.75000 6.90000 3.175000 5.875000 2.30000

max 150.00000 7.90000 3.800000 6.900000 2.50000

SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm

0 5.1 3.5 1.4 0.2

1 4.9 3.0 1.4 0.2

2 4.7 3.2 1.3 0.2

3 4.6 3.1 1.5 0.2

4 5.0 3.6 1.4 0.2

5 5.4 3.9 1.7 0.4

6 4.6 3.4 1.4 0.3

7 5.0 3.4 1.5 0.2

8 4.4 2.9 1.4 0.2

9 4.9 3.1 1.5 0.1

0 Iris-setosa

1 Iris-setosa

2 Iris-setosa

3 Iris-setosa

4 Iris-setosa

5 Iris-setosa

6 Iris-setosa

7 Iris-setosa

8 Iris-setosa

9 Iris-setosa

Name: Species, dtype: object

Accuracy: 0.9736842105263158

Test Data Values:

SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm

114 5.8 2.8 5.1 2.4

62 6.0 2.2 4.0 1.0

33 5.5 4.2 1.4 0.2

107 7.3 2.9 6.3 1.8

7 5.0 3.4 1.5 0.2

100 6.3 3.3 6.0 2.5

0.1

78 6.0 2.9 4.5 1.5

Predicted values:

['Iris-virginica' 'Iris-versicolor' 'Iris-setosa' 'Iris-virginica'

'Iris-setosa' 'Iris-virginica' 'Iris-setosa' 'Iris-versicolor'

'Iris-versicolor' 'Iris-versicolor' 'Iris-virginica' 'Iris-versicolor'

'Iris-versicolor' 'Iris-versicolor' 'Iris-versicolor' 'Iris-setosa'

'Iris-versicolor' 'Iris-versicolor' 'Iris-setosa' 'Iris-setosa'

'Iris-virginica' 'Iris-versicolor' 'Iris-setosa' 'Iris-setosa'

'Iris-virginica' 'Iris-setosa' 'Iris-setosa' 'Iris-versicolor'

'Iris-versicolor' 'Iris-setosa' 'Iris-virginica' 'Iris-versicolor'

'Iris-setosa' 'Iris-virginica' 'Iris-virginica' 'Iris-versicolor'

'Iris-setosa' 'Iris-virginica']

Predicted Species: ['Iris-virginica']
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*# Assignment 2 SET A Q1*

# Import the libraries

import pandas as pd

from mlxtend.frequent\_patterns import apriori, association\_rules

# Create the sample dataset

transactions = [['Bread','Milk'],['Bread','Diaper','Beer','Eggs'],['Milk','Diaper','Beer','Coke'],['Bread','Milk','Diaper','Beer'],['Bread','Milk','Diaper','Coke']]

# transform it into the right format via the TransactionEncoder as follows:

from mlxtend.preprocessing import TransactionEncoder

te=TransactionEncoder()

te\_array=te.fit(transactions).transform(transactions)

df=pd.DataFrame(te\_array, columns=te.columns\_)

print("Encoded Data:\n",df)

# Find the frequent itemsets

freq\_items = apriori(df, min\_support = 0.5, use\_colnames = True)

print("\n Frequent Itemset:\n",freq\_items)

# Generate the association rules

rules = association\_rules(freq\_items, metric ='support', min\_threshold=0.05 )

rules = rules.sort\_values(['support', 'confidence'], ascending =[False,False])

print("\n Association Rules:\n",rules)

Output ::

Encoded Data:

Beer Bread Coke Diaper Eggs Milk

0 False True False False False True

1 True True False True True False

2 True False True True False True

3 True True False True False True

4 False True True True False True

Frequent Itemset:

support itemsets

0 0.6 (Beer)

1 0.8 ( Bread)

2 0.8 (Diaper)

3 0.8 (Milk)

4 0.6 (Diaper, Beer)

5 0.6 (Diaper, Bread)

6 0.6 (Bread, Milk)

7 0.6 (Diaper, Milk)

Association Rules:

antecedents consequents antecedent support consequent support support \

1 (Beer) (Diaper) 0.6 0.8 0.6

0 (Diaper) (Beer) 0.8 0.6 0.6

2 (Diaper) (Bread) 0.8 0.8 0.6

3 (Bread) (Diaper) 0.8 0.8 0.6

4 (Bread) (Milk) 0.8 0.8 0.6

5 (Milk) (Bread) 0.8 0.8 0.6

6 (Diaper) (Milk) 0.8 0.8 0.6

7 (Milk) (Diaper) 0.8 0.8 0.6

confidence lift leverage conviction

1 1.00 1.2500 0.12 inf

0 0.75 1.2500 0.12 1.6

2 0.75 0.9375 -0.04 0.8

3 0.75 0.9375 -0.04 0.8

4 0.75 0.9375 -0.04 0.8

5 0.75 0.9375 -0.04 0.8

6 0.75 0.9375 -0.04 0.8

7 0.75 0.9375 -0.04 0.8

*# Assignment 2 SET A Q2*

# Import the libraries

import pandas as pd

from mlxtend.frequent\_patterns import apriori, association\_rules

# Create the sample dataset

transactions = [['Bread','Milk'],['Bread','Apple','Beer','Eggs'],['Milk','Apple','Beer'],['Bread','Milk','Beer'],['Bread','Milk','Apple','Coke']]

# transform it into the right format via the TransactionEncoder as follows:

from mlxtend.preprocessing import TransactionEncoder

te=TransactionEncoder()

te\_array=te.fit(transactions).transform(transactions)

df=pd.DataFrame(te\_array, columns=te.columns\_)

print(df)

# Find the frequent itemsets

freq\_items = apriori(df, min\_support = 0.5, use\_colnames = True)

print("Frequent Itemsets are:\n",freq\_items)

# Generate the association rules

rules = association\_rules(freq\_items, metric ='support', min\_threshold=0.05 )

rules = rules.sort\_values(['support', 'confidence'], ascending =[False,False])

print("\n Association Rules are:\n",rules)

Output ::

Apple Beer Bread Coke Eggs Milk

0 False False True False False True

1 True True True False True False

2 True True False False False True

3 False True True False False True

4 True False True True False True

Frequent Itemsets are:

support itemsets

0 0.6 (Apple)

1 0.6 (Beer)

2 0.8 (Bread)

3 0.8 (Milk)

4 0.6 (Bread, Milk)

Association Rules are:

antecedents consequents antecedent support consequent support support \

0 (Bread) (Milk) 0.8 0.8 0.6

1 (Milk) (Bread) 0.8 0.8 0.6

confidence lift leverage conviction

0 0.75 0.9375 -0.04 0.8

1 0.75 0.9375 -0.04 0.8

*# Assignment 2 SET B Q1*

# Import the libraries

import pandas as pd

from mlxtend.frequent\_patterns import apriori, association\_rules

# Create the sample dataset

data=pd.read\_csv('OnlineRetail.csv',encoding='ISO-8859-1')

print(data.head(5))

# Preprocessing data dropping NULL values

data=data.dropna()

data.info()

# Using positive Quantity values

data\_plus=data[data['Quantity']>=0]

data\_plus.info()

# Creating Basket data with transactions from UK only

basket\_plus=(data\_plus[data\_plus['Country']=="United Kingdom"].groupby(['InvoiceNo','Description'])['Quantity'].sum().unstack().reset\_index().fillna(0).set\_index('InvoiceNo'))

print("\n -----------Basket with UK transaction------------\n",basket\_plus)

# Encode data

def encode\_units(x):

if x <= 0:

return 0

if x >= 1:

return 1

basket\_encode\_plus=basket\_plus.applymap(encode\_units)

print("\n -----------Encoded Basket------------\n",basket\_encode\_plus)

# Filter data

basket\_filter\_plus=basket\_encode\_plus[(basket\_encode\_plus>0).sum(axis=1)>=2]

print("\n -----------Filtered Basket------------\n",basket\_filter\_plus)

# Find the frequent itemsets

freq\_items = apriori(basket\_filter\_plus, min\_support = 0.03, use\_colnames = True)

print("--------Frequent Items---------\n",freq\_items)

# Generate the association rules

rules = association\_rules(freq\_items, metric ='lift', min\_threshold=1)

rules = rules.sort\_values('lift', ascending =False)

print("\n------------Association Rules--------",rules)

Output::

InvoiceNo StockCode Description Quantity \

0 536365 85123A WHITE HANGING HEART T-LIGHT HOLDER 6

1 536365 71053 WHITE METAL LANTERN 6

2 536365 84406B CREAM CUPID HEARTS COAT HANGER 8

3 536365 84029G KNITTED UNION FLAG HOT WATER BOTTLE 6

4 536365 84029E RED WOOLLY HOTTIE WHITE HEART. 6

InvoiceDate UnitPrice CustomerID Country

0 01-12-2010 08:26 2.55 17850.0 United Kingdom

1 01-12-2010 08:26 3.39 17850.0 United Kingdom

2 01-12-2010 08:26 2.75 17850.0 United Kingdom

3 01-12-2010 08:26 3.39 17850.0 United Kingdom

4 01-12-2010 08:26 3.39 17850.0 United Kingdom

<class 'pandas.core.frame.DataFrame'>

Int64Index: 406829 entries, 0 to 541908

Data columns (total 8 columns):

# Column Non-Null Count Dtype

--- ------ -------------- -----

0 InvoiceNo 406829 non-null object

1 StockCode 406829 non-null object

2 Description 406829 non-null object

3 Quantity 406829 non-null int64

4

dtypes: float64(2), int64(1), object(5)

memory usage: 27.9+ MB

<class 'pandas.core.frame.DataFrame'>

Int64Index: 397924 entries, 0 to 541908

Data columns (total 8 columns):

# Column Non-Null Count Dtype

--- ------ -------------- -----

0 InvoiceNo 397924 non-null object

1 StockCode 397924 non-null object

2 Description 397924 non-null object

5 UnitPrice 397924 non-null float64

6 CustomerID 397924 non-null float64

7 Country 397924 non-null object

dtypes: float64(2), int64(1), object(5)

memory usage: 27.3+ MB

-----------Basket with UK transaction------------

Description 4 PURPLE FLOCK DINNER CANDLES 50'S CHRISTMAS GIFT BAG LARGE \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

536368 0.0 0.0

536369 0.0 0.0

... ... ...

581582 0.0 0.0

Description DOLLY GIRL BEAKER I LOVE LONDON MINI BACKPACK \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

536368 0.0 0.0

536369 0.0 0.0

... ... ...

581586 0.0 0.0

Description NINE DRAWER OFFICE TIDY OVAL WALL MIRROR DIAMANTE \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

536368 0.0 0.0

536369 0.0 0.0

... ... ...

581582 0.0 0.0

Description RED SPOT GIFT BAG LARGE SET 2 TEA TOWELS I LOVE LONDON \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

... ... ...

581582 0.0 0.0

581583 0.0 0.0

581584 0.0 0.0

Description SPACEBOY BABY GIFT SET TOADSTOOL BEDSIDE LIGHT ... \

InvoiceNo ...

536365 0.0 0.0 ...

536369 0.0 0.0 ...

... ... ... ...

581582 0.0 0.0 ...

581585 0.0 0.0 ...

581586 0.0 0.0 ...

Description ZINC STAR T-LIGHT HOLDER ZINC SWEETHEART SOAP DISH \

InvoiceNo

536365 0.0 0.0

536368 0.0 0.0

536369 0.0 0.0

... ... ...

581584 0.0 0.0

581585 0.0 0.0

581586 0.0 0.0

Description ZINC SWEETHEART WIRE LETTER RACK ZINC T-LIGHT HOLDER STAR LARGE \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

581586 0.0 0.0

Description ZINC T-LIGHT HOLDER STARS LARGE ZINC T-LIGHT HOLDER STARS SMALL \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

536369 0.0 0.0

... ... ...

581582 0.0 0.0

581583 0.0 0.0

Description ZINC TOP 2 DOOR WOODEN SHELF ZINC WILLIE WINKIE CANDLE STICK \

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

... ... ...

581582 0.0 0.0

581583 0.0 0.0

Description ZINC WIRE KITCHEN ORGANISER ZINC WIRE SWEETHEART LETTER TRAY

InvoiceNo

536365 0.0 0.0

536366 0.0 0.0

536367 0.0 0.0

536368 0.0 0.0

536369 0.0 0.0

... ... ...

581582 0.0 0.0

[16649 rows x 3844 columns]

*# Assignment 2 SET B Q2*

# Importing Libraries

import pandas as pd

import numpy as np

from mlxtend.frequent\_patterns import apriori

from mlxtend.frequent\_patterns import association\_rules

from mlxtend.preprocessing import TransactionEncoder

# Read Dataset

basket = pd.read\_csv("Groceries\_dataset.csv")

print("\n----------- Dataset-------------\n",basket.head(5))

# Preprocessing data dropping NULL values

basket=basket.dropna()

basket.info()

# Grouping into Transactions

basket.itemDescription = basket.itemDescription.transform(lambda x: [x])

basket = basket.groupby(['Member\_number','Date']).sum()['itemDescription'].reset\_index(drop=True)

encoder = TransactionEncoder()

transactions = pd.DataFrame(encoder.fit(basket).transform(basket), columns=encoder.columns\_)

print("\n-----------Transaction Data------------------\n",transactions.head(5))

# Apriori and Association Rules

frequent\_itemsets = apriori(transactions, min\_support= 6/len(basket), use\_colnames=True, max\_len = 2)

rules = association\_rules(frequent\_itemsets, metric="lift", min\_threshold = 1.5)

print("\n-------------Frequent Itemsets------------------\n",frequent\_itemsets)

print("\n------------ Assoiation Rules-------------\n",rules.head(5))

print("Rules identified: ", len(rules))

Output ::

----------- Dataset-------------

Member\_number Date itemDescription

0 1808 21-07-2015 tropical fruit

1 2552 05-01-2015 whole milk

2 2300 19-09-2015 pip fruit

3 1187 12-12-2015 other vegetables

4 3037 01-02-2015 whole milk

<class 'pandas.core.frame.DataFrame'>

Int64Index: 38765 entries, 0 to 38764

Data columns (total 3 columns):

# Column Non-Null Count Dtype

--- ------ -------------- -----

0 Member\_number 38765 non-null int64

1 Date 38765 non-null object

2 itemDescription 38765 non-null object

dtypes: int64(1), object(2)

memory usage: 1.2+ MB

-----------Transaction Data------------------

Instant food products UHT-milk abrasive cleaner artif. sweetener \

0 False False False False

1 False False False False

2 False False False False

3 False False False False

4 False False False False

baby cosmetics bags baking powder bathroom cleaner beef berries \

0 False False False False False False

1 False False False False False False

2 False False False False False False

3 False False False False False False

4 False False False False False False

... turkey vinegar waffles whipped/sour cream whisky white bread \

0 ... False False False False False False

1 ... False False False False False False

2 ... False False False False False False

3 ... False False False False False False

4 ... False False False False False False

white wine whole milk yogurt zwieback

0 False True True False

1 False True False False

2 False False False False

3 False False False False

4 False False False False

[5 rows x 167 columns]

-------------Frequent Itemsets------------------

support itemsets

0 0.004010 (Instant food products)

1 0.021386 (UHT-milk)

2 0.001470 (abrasive cleaner)

3 0.001938 (artif. sweetener)

4 0.008087 (baking powder)

... ... ...

1773 0.001069 (yogurt, white bread)

1774 0.001270 (whole milk, white wine)

1775 0.000535 (yogurt, white wine)

1776 0.011161 (whole milk, yogurt)

1777 0.000468 (whole milk, zwieback)

[1778 rows x 2 columns]

------------ Assoiation Rules-------------

antecedents consequents antecedent support \

0 (UHT-milk) (butter milk) 0.021386

1 (butter milk) (UHT-milk) 0.017577

2 (UHT-milk) (cream cheese ) 0.021386

3 (cream cheese ) (UHT-milk) 0.023658

4 (soda) (artif. sweetener) 0.097106

consequent support support confidence lift leverage conviction

0 0.017577 0.000601 0.028125 1.600131 0.000226 1.010854

1 0.021386 0.000601 0.034221 1.600131 0.000226 1.013289

2 0.023658 0.000869 0.040625 1.717152 0.000363 1.017685

3 0.021386 0.000869 0.036723 1.717152 0.000363 1.015922

4 0.001938 0.000468 0.004818 2.485725 0.000280 1.002893

Rules identified: 190